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I. INTRODUCTION

EvalMaxSAT' is a MaxSAT solver written in modern C++
language mainly using the Standard Template Library (STL).
The solver is built on top of the SAT solver Glucose [1], but
any other SAT solver can easily be used instead. EvalMaxSAT
is based on the OLL algorithm [2] originally implemented in
the MSCG MaxSAT solver [3], [4] and then reused in the RC2
solver [5]. This new version of the solver includes support for
weighted formulas.

II. DESCRIPTION

The main strategy of the solver to solve weighted formula
is to rapidly find non-optimal solutions that allow some soft
variables to be transformed to hard variables. Specifically, if
an assignment is obtained such that the sum of the weights of
the unsatisfied soft variables is smaller than the weight of a
soft variable v, then we can deduce that this variable v must
be satisfied, and can therefore be considered a hard variable.

To find non-optimal solutions, there is one existing ap-
proach, known in the literature as the stratification strategy [6],
involves considering only the variables with a weight higher
than a certain threshold as soft, then reducing the threshold
until all the soft variables are considered.

In this new version of EvalMaxSAT, a second strategy is
added in addition to the stratification strategy. The second
strategy does not immediately add new constraints when a
new core is considered, but accumulates constraints until the
formula becomes satisfiable. The accumulated constraints are
considered only when the formula becomes satisfiable and a
search for soft variables to transform to hard will be performed

Algorithm 1 presents a general view of how the solver
functions. Note, that the function ChooseNextMinimumWeight
represents a heuristic used to select a threshold value necessary
to select a subset of soft variables. The heuristic implemented
in the tool consists of reducing the threshold by a minimum
step initially, then increasing this step when the computation
time of the second loop (line 4) increases.
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Algorithm 1
Input: A formula ¢

1: while true do

20 Wpmin < ChooseN ext MinimumW eight()
32 @« {c | c € p and weight(cl) > Wmin}
4:  while true do

5: (result, peore)  SATSolver(y’)

6 if result is a satisfying assignment then
7 curCost < CalculateCost(result, o)
8 ¢ < Harden(p, curCost — cost)

9: if Yty is empty then

10: break

11: end if

12: 4,0/ A 90/ U @tmp

13: continue

14: end if

15: Oeore — minimize(©', Peore)

16: cost < cost + minye,,,, (weight(v))
17: @ < relax (@, peore)

18: Gimp < Pmp U createSum(peore, k)

19:  end while

20:  if w,,;, = 1 then
21: return cost
22:  end if

23: end while
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