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I. INTRODUCTION

Open-WBO-Inc is developed on top of Open-WBO [1],
[2], [3], which is one of the best solvers in the MaxSAT
Evaluations of 2014–2017. For many applications that can be
encoded into MaxSAT, it is important to quickly find solutions
even though these may not be optimal. Open-WBO-Inc is
designed to find a good solution1 in a short amount of time.
Open-WBO-Inc starts with an incomplete stage where it is
not guaranteed to converge to an optimal solution. Once this
stage is completed, we switch to a complete algorithm that can
further improve the solution and eventually find the optimal
solution. Since Open-WBO-Inc is based on Open-WBO, it
can use any MiniSAT-like solver [4]. For this evaluation we
use Glucose 4.1 [5] as our back-end SAT solver.

II. UNWEIGHTED INCOMPLETE MAXSAT

For unweighted incomplete MaxSAT, we submitted two ver-
sions: Open-WBO-Inc-MCS and Open-WBO-Inc-OBV. The
first version is based on Minimal Correction Subset (MCS)
enumeration. A MCS of an unsatisfiable set of constraints is
a minimal subset that, if removed, makes the constraint set
satisfiable. We use a linear search algorithm [6] to enumerate
MCSes. We impose a limit of 100,000 conflicts or a maximum
of 30 MCSes when enumerating MCSes. Once this limit is
reached or all MCSes are found, the solver will continue its
search using a complete linear search algorithm SAT-UNSAT
(LSU) [7] for MaxSAT starting from the best upper bound
value found by MCS enumeration.

Open-WBO-Inc-OBV is based on bit-vector optimization
and follows a similary strategy to the incomplete approach
used in Mrs. Beaver [8]. This approach operates over a vector
T that represents the relaxation variables introduced in each
soft clause. We run 100 iterations of the following loop:
• Run the UMS-OBV-BS algorithm;
• Reverse T . Run another UMS-OBV-BS iteration;
• Reverse T . Run the OBV-BS algorithm;
• Reverse T . Run another OBV-BS iteration.
At the end of each loop we randomly shuffle the vector

T . We also impose a limit of 10,000 conflicts when calling
the UMS-OBV-BS and OBV-BS algorithms. For a detailed
description of these algorithms we refer the reader to Mrs.
Beaver paper [8]. If this algorithm terminates the incomplete

1By “good solution” we mean that it can be potentially suboptimal but is
not far from the optimal solution.

stage, we continue the search by using LSU algorithm [7] for
MaxSAT starting from the best upper bound value found by
the bit-vector optimization stage.

To restrict the upper bound at each iteration for the LSU
algorithm, we need to encode cardinality constraints into
CNF. Both Open-WBO-Inc-MCS and Open-WBO-Inc-OBV
versions use the Modulo Totalizer encoding [9] for cardinality
constraints.

III. WEIGHTED INCOMPLETE MAXSAT

For weighted incomplete MaxSAT, we submitted two ver-
sions: Open-WBO-Inc-Cluster and Open-WBO-Inc-BMO.
Open-WBO-Inc-Cluster uses a technique described in [10]
where it partitions the clauses in clusters and all the clauses in
a cluster are given a weight equal to the representative weight
of the cluster, which is a function of original weights of the
clauses in the cluster. For the purpose of MaxSAT Evaluation
2018, we use arithmetic mean of the weights of clauses as
representative weight of the cluster. The number of clusters is
set to 2 for the purpose of this evaluation, as it is reported to
strike a good balance between formula size and precision [10].
Open-WBO-Inc-Cluster uses LSU algorithm [7] with the
modified weights after clustering. It uses the Generalized
Totalizer Encoding (GTE) [11] to encode Pseudo-Boolean
constraints that are generated to restrict weighted sum of the
unsatisfied soft clauses. If an optimal solution is found for the
modified MaxSAT instance, this will be an upper bound of the
original MaxSAT instance. When this occurs, we revert the
weights to the original weights and resume the search using
the LSU algorithm starting from the best known solution.

Open-WBO-Inc-BMO version is based on bounded multi-
level optimization [12] using a variant of linear search algo-
rithm SAT-UNSAT [7] along with the partitioning of clauses as
described earlier [10]. The algorithm used in Open-WBO-Inc-
BMO performs optimization on each cluster in the descending
order of its representative weight. This is done by performing
a sequence of calls to a SAT solver and refining an upper
bound µ on the number of unsatisfied soft clauses. To restrict
µ at each iteration, we need to encode cardinality constraints
into CNF, for which, incremental Totalizer encoding [2] has
been used. Once for a given cluster the upper bound µ cannot
be improved, it is frozen, and the next cluster in the order
is optimized. For the purpose of MaxSAT Evaluation 2018,
we set the number of clusters to the total number of different
weights of the clauses of the input formula. Therefore, the



representative weight and the original weight remains the same
in this case. As in Open-WBO-Inc-Cluster, if an optimal
solution is found using this algorithm, then it is not necessarily
an optimal solution of the input formula. When this occurs,
we keep the best known solution and resume the search using
the LSU algorithm which can potentially find better solutions
and prove optimality.

IV. AVAILABILITY

We submit the source of Open-WBO-Inc as part of our
submissions to the MaxSAT Evaluations 2018. The code
will be later integrated into the main release of Open-WBO
available under a MIT license in GitHub at https://github.com/
sat-group/open-wbo.
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