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I. PRELIMINARIES

We briefly overview the Loandra MaxSAT solver as it
participated in the 2017 MaxSAT evaluation. We assume
familiarity with conjunctive normal form (CNF) formulas and
weighted partial maximum satisfiability (MaxSAT). Treating a
CNF formula as a set of clauses a MaxSAT instance consists
of two CNF formulas, the hard clauses Fh and the soft clauses
Fs, as well a weight function w : Fs → N.

Loandra makes extensive use of SAT-based preprocessing
using labels [3], [4]. In order to enable sound application of
most SAT-based preprocessing techniques for MaxSAT, each
soft clause C is first extended with a fresh label variable
lC . Afterwards the preprocessor is invoked on the clauses in
Fh∪{C ∨ lC | C ∈ Fs}. During execution the preprocessor is
forbidden from resolving on the added labels. Afterwards, the
preprocessed instance is converted back to standard MaxSAT
by treating all clauses in the preprocessor as hard and intro-
ducing a soft clause (¬lC) with weight w(C) for each added
label.

II. STRUCTURE AND EXECUTION OF LOANDRA

The architecture of Loandra consists of two closely inter-
leaved parts; the solver and the preprocessor. The solver is
a reimplementation of the PMRES MaxSAT algorithm [15]
extended with weight-aware core extraction (WCE) as de-
scribed in [6]. The preprocessor is the recently proposed tool
MaxPre [11], modified to support addition of clauses.

In more detail, whenever invoked on an MaxSAT instance
(Fh, Fs, w) Loandra first preprocesses the input instance as
described in [11]. Afterwards the preprocessed instance is
extracted from the preprocessor and given to the solver. When
initializing the solver, we follow [5] and do not introduce the
soft clauses of form (¬lC), but instead reuse the literals as
assumption variables to be used in core extraction. Then the
solver is invoked on the preprocessed instance. Except for
the base algorithm, Loandra also uses stratification and clause
hardening [1] as well as clause cloning through assumptions
and reusing assumption variables as relaxation variables [6].
This guarantees that the working formula is only modified
by adding clauses to it, making it possible to keep the state
of the internal SAT solver throughout the solving process.
During execution, all cardinality constraints added due to core
relaxation are also added to the preprocessor as well. When
the working formula is sufficiently modified, the the execution
is switched back to the preprocessor which attempts to further
simplify the modified formula, i.e. the original clauses with

some clauses hardened and the new cardinality constraints.
If the preprocessor is successful, the solver is reinitialized on
the modified formula. Loandra terminates whenever the solver
terminates. At this point the optimal model for the original
formula can be reconstructed from the preprocessor.

III. DETAILS ON THE COMPETITION BUILDS

There are three version of Loandra competing in the 2017
MaxSAT evaluation.

• LOANDRAI , which follows the description given above.
• LOANDRAP , which only invokes its preprocessor once

and then runs the solver on the preprocessed instance.
• LOANDRAS , which only uses its solver, not invoking the

preprocessor at all.
These solvers are built on top of the open source Open-WBO
system [13], [14] and use Glucose 3.0 [2] as the internal SAT
solver. All preprocessing calls are done with label matching
turned off, with the SKIPTECHNIQUE parameter set to 20, and
using a technique loop with blocked clause elimination [10],
unit propagation, bounded variable elimination [8], subsump-
tion elimination, self-subsuming resolution [8], [9], [12] as
well as group-subsumed label elimination [7], [11] and binary
core removal [11]. See [11] for more details on the settings
of MaxPre. The additional preprocessing step is attempted
whenever more than 500 clauses have been hardened since
the preprocessing attempt.

IV. COMPILATION AND USAGE

Building and using Loandra resembles building and using
Open-WBO. A statically linked version of Loandra in release
mode can be built from the code by first running MAKE LIB
in the maxpre subfolder and then MAKE RS in the base folder.
One significant difference to Open-WBO is the need of C++11
features for building Loandra.

After building, Loandra can be invoked from the terminal.
Except for the formula file, Loandra accepts a number of
command line arguments; the flag “-inpr” enables execution
following LOANDRAI , the flag “-pre” enables execution fol-
lowing LOANDRAP and the flag “-printM” prints out the
optimal model of the instance, and not only its cost. The rest
of the flags resemble the flags accepted by Open-WBO; invoke
./loandra static –help-verb for more information.
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